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AI Stock Price Prediction Critical Analysis 

Introduction 

The use of artificial intelligence and machine learning in stock market prediction has rapidly expanded, 

offering new tools for forecasting and decision-making in financial markets. Recent research highlights a 

range of approaches, from traditional “classical” machine learning models to advanced deep learning 

architectures and sentiment-driven analysis. Collectively, these studies demonstrate both the potential and 

the limitations of AI systems in financial contexts. While classical methods like logistic regression, 

Support Vector Machines (SVMs), and Artificial Neural Networks (ANNs) show strong predictive 

capabilities using historical technical indicators, deep learning models such as Long Short-Term Memory 

(LSTMs) and gated recurrent units (GRUs) leverage temporal dependencies to capture complex patterns 

in stock price data. Meanwhile, sentiment analysis powered by language models introduces a novel 

dimension by integrating market psychology into predictive systems. Across these works, a recurring 

theme emerges: predictive performance must be evaluated alongside interpretability, robustness, and 

ethical considerations, as AI-driven trading increasingly shapes market dynamics. 

How effective is machine learning in stock market predictions?  

In the 2024 study, "How effective is machine learning in stock market predictions?", seven classical 

machine learning algorithms aused to determine the most effective model for forecasting the daily 

directional movements of major stock indices in G-7 countries [1]. To achieve this, the authors utilised a 

decade of daily historical data (2012-2021) for the seven indices, training the models on ten common 

technical indicators, such as moving averages and RSI, as input features. The goal was to predict a binary 

outcome: whether the next day's market movement would be a "rise" or a "fall." The historical data was 

split, with 80% used for training the models and the remaining 20% reserved for testing. The authors then 

evaluated the performance of algorithms including Decision Trees, Random Forest, SVM, and ANN, by 

iterating to maximise the prediction accuracy for each one. The results revealed a clear hierarchy of model 

effectiveness. The Artificial Neural Network emerged as the top overall performer, achieving an 

impressive average prediction accuracy of 83.43%. Close behind was Logistic Regression and SVM, both 

of which also demonstrated high accuracy rates above 79%. The study also made the nuanced observation 

that no single algorithm was universally dominant and that the best-performing model often varied 

depending on the specific characteristics of the stock market being analysed. The authors concluded that 

these high-performing models represent powerful and reliable tools that can provide a significant 

predictive edge to investors and economic policymakers. 

However, there were some things to consider with the findings of the paper. The high accuracy rates may 

not be fully representative of future performance, as market dynamics are constantly evolving. A model 

trained exclusively on this data may not be robust enough to handle different types of market volatility in 

the future. Furthermore, the study relies on solely using traditional machine learning algorithms rather 

than more advanced deep learning models and does not use external factors like news sentiment or 

macroeconomic data, which are crucial drivers of market movements. I also found the poor performance 

of the Random Forest model (59% accuracy) to be a noteworthy finding, especially since it is a top 

performer in many similar studies which the paper itself mentions. This suggests its results could 

potentially be improved with further parameter tuning. 

In terms of broader implications, the success of the "black box" ANN model highlights the risky trade-off 

between accuracy and interpretability. For an investor, trusting a model that cannot explain its reasoning 

is a significant challenge, especially when real capital is at risk. High accuracy also doesn't automatically 
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translate to profitability. A model could correctly predict many small gains while failing on a few 

catastrophic losses, leading to a net negative return. Factors like transaction costs and market slippage are 

also not accounted for. Therefore, this paper suggests rather than seeking a single "best" model, a more 

effective strategy is to build adaptive, hybrid systems. These can be tailored to specific market dynamics 

for a more sophisticated analysis of risk versus reward. 

Comparative Analysis of LSTM, GRU, and Transformer Models for 

Stock Price Prediction 

Xiao et al. examine the use of artificial intelligence for predicting stock price trends in their 2024 study 

[2]. Exploring the use of deep learning models is beneficial for stock price prediction, as these models 

offer the addition of in-built memory, which can be referred back to by the model. It is hypothesised that 

this should result in better pattern recognition in historical stock prices. Comparing with the ‘classical’ 

methods discussed in [1], it is expected that the addition of memory in deep learning models should 

outperform methods like decision trees and neural networks. The aim of this study is to compare and 

evaluate three deep learning models to determine which is most effective for predicting stock prices. 

The methodology applied is a four-step process, beginning with data preparation phase. The researchers 

used a time-series dataset of Tesla's stock performance from 2015–2024. This type of data is crucial for 

stock prediction, as it allows the models to recognise patterns and dependencies over a chronological 

sequence. The dataset also includes information about Tesla’s products, user reviews and sales numbers. 

Next, the model design phase involves designing each model according to standard implementations of 

each type of model. Then, the training phase involves training the models on the data and incentivising 

them to match stock prices as closely as possible. 

The final step in the methodology is the evaluation of the models. Each model is scored and ranked on its 

effectiveness at predicting stock prices. This is measured by providing a timestamp, getting the model to 

predict the stock price for the 30 days after the timestamp, and comparing this with the actual historical 

stock prices for that 30-day period. 

1. The LSTM model proved to be the most accurate, achieving an 𝑅2 value of 0.98. This model's 

strength lies in its ability to remember long-term dependencies, which is a key advantage when 

analysing complex financial data. 

2. The GRU model, which is a simpler version of the LSTM, achieved the second best 𝑅2 value of 

0.85. 

3. The Transformer model, which uses a self-attention mechanism, had the least effective results in 

this particular study with a 0.80 𝑅2 value. Although, compared with all the models, the 

Transformer model had the lowest root mean square error (RMSE). 

While the study offers some insights into which deep learning models are the most effective for predicting 

stock prices, it does have a few limitations. The primary one is that the analysis is based solely on Tesla's 

stock prices. This means the findings might not be directly transferable to other companies or different 

sectors of the stock market. Future research would benefit from using multiple stocks from different 

industries as training data to see if the findings are consistent for other stocks. 

Secondly, the models only predict the closing price of the Tesla stock at the end of each day. Therefore, 

any fluctuations in price during the day are not predicted by these models. It is likely that these models 

would perform worse if they were tasked with predicting prices within the day, since the price is more 

volatile at these intervals. 
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Intraday Stock Prediction Using Sentiment Analysis 

Intraday Stock Prediction Using Sentiment Analysis [3] investigates whether sentiment extracted from 

financial news using ChatGPT can predict abnormal intraday stock returns following dividend 

announcements. The researchers analysed 4,682 news items linked to 1,258 dividend announcements 

from 394 S&P 500 companies (January 2023 to January 2024), examining returns in 30-minute intervals 

throughout the trading day. 

The research builds on behavioural finance principles, recognising that investors don't always act 

rationally but are influenced by emotions and cognitive biases. Dividend announcements serve as critical 

signals about company health, triggering both fundamental and emotional responses. The study suggests 

that ChatGPT can capture subtle emotional tones in financial news that traditional sentiment analysis 

methods might miss, particularly relevant in fast-paced intraday trading where decisions occur under time 

pressure. 

The researchers employed multiple machine learning models including ridge regression, logistic 

regression, Random Forest, eXtreme Gradient Boosting (XGBoost), and LSTM to predict cumulative 

abnormal returns (CARs) across 15 different 30-minute windows. ChatGPT extracted sentiment polarity 

scores (-1 to +1) from news articles, which were then combined with technical indicators, firm 

characteristics, and market data. The study used GridSearchCV for hyperparameter optimisation and 

applied both regression (predicting return magnitude) and classification (predicting direction) approaches. 

This study presented four key findings: 

1. Sentiment Predictive Power: The Total Polarity variable consistently showed statistically 

significant positive relationships with abnormal returns (values 0.013-0.023, significant at 1% 

level), supporting the hypothesis that sentiment predicts intraday returns. 

2. Model Performance: Ridge regression and LSTM models outperformed baseline models, with 

the strongest predictive power in the first 2 hours after news release. For classification tasks, 

accuracy reached 82.2% for immediate reactions, declining to around 60% for longer intervals. 

3. Trading Strategy Results: Sentiment-based trading strategies yielded superior returns compared 

to benchmarks. The LSTM classifier achieved maximum cumulative abnormal returns of 0.756% 

at announcement time, with strong performance continuing through the first two trading hours. 

4. Temporal Patterns: Most news concentrated at market opening (60% in first 30 minutes), with 

sentiment effects diminishing throughout the trading day. The relationship between sentiment and 

returns was strongest immediately after news release. 

Results remained consistent under alternative specifications including mean-adjusted return methodology 

and placebo tests with randomised news assignments, confirming the relationship between ChatGPT-

derived sentiment and abnormal returns isn't due to chance. 

In conclusion, this study does more than just confirm a link between AI-driven sentiment analysis and 

stock returns; its primary contribution lies in demonstrating a practical application with tangible results. 

The research effectively explains the concept of market sentiment into a concrete, testable trading strategy 

that generates positive abnormal returns, bridging the gap between academic theory and real-world 

performance. 

The strongest part of the paper is the out-of-sample testing. It’s a solid proof-of-concept that shows these 

models don’t just work in theory but hold up in practice. Both the LSTM and fine-tuned logistic 

regression models consistently outperformed the baseline. The LSTM, for example, pulled a cumulative 

abnormal return of 0.756% in the first 30 minutes after a news release. At first glance that might seem 

small, but in high-frequency and algorithmic trading, that kind of edge is huge. Capturing even a fraction 
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of a percent, repeatedly, scales into a real competitive advantage when you’re running thousands of 

trades. 

What makes this paper valuable isn’t just the results, it’s the direction it points to. It lays out a practical 

foundation for building more advanced, real-time trading bots that factor in sentiment. By showing that 

models like ChatGPT can take financial news, measure its emotional tone, and tie that directly to market 

movements, the study shows how sentiment can shift from being a fuzzy concept to a measurable, 

actionable input. It’s a sign of where trading is heading toward AI systems that don’t just crunch numbers 

but also interpret market psychology in real time. 

Ethical Considerations in AI-Driven Trading Systems 

The paper [4] highlights the ethical and regulatory challenges introduced by the increasing use of AI in 

financial markets. By 2020, AI-driven strategies were estimated to contribute to roughly 70% of U.S. 

equity market volume, with hedge funds employing AI often outperforming traditional competitors. 

However, the analysis shows that during periods of market stress, such as the COVID-19 crash, AI 

systems demonstrated fragility, at times amplifying volatility rather than mitigating it. This demonstrates 

that while AI is enhancing efficiency, it is simultaneously generating new forms of risk. 

A key concern raised in the paper is transparency. The authors emphasise that models like ANNs, LSTMs, 

and Transformers often deliver strong predictive outcomes, but their “black box” nature limits 

interpretability. This lack of explainability complicates the ability of investors and regulators to evaluate 

the reliability of trading decisions. The study argues that predictive accuracy alone is insufficient if 

stakeholders cannot understand or audit the logic behind AI-driven outcomes. 

The paper also draws attention to privacy issues. Trading systems that incorporate alternative datasets, 

including social media and geolocation information, may improve prediction quality but risk crossing into 

the domain of personal surveillance. This use of sensitive data raises questions about individual rights and 

the ethical boundaries of market analytics. 

Fairness is identified as another dimension of concern. Because state-of-the-art AI models demand 

significant datasets and computational resources, their benefits are concentrated among large financial 

institutions. The authors point out that this technological asymmetry places retail investors at a 

disadvantage, thereby reinforcing structural inequalities within financial markets. 

The discussion further examines emerging regulatory responses. For instance, the EU AI Act categorises 

financial AI as “high-risk,” mandating greater transparency, interpretability, and human oversight. China’s 

Fintech Development Plan is also noted for its focus on balancing innovation with financial stability. 

These policy directions underline the recognition that AI in finance carries societal implications beyond 

its technical performance. 

In conclusion, the paper argues that ethical evaluations of AI in trading should not be confined to metrics 

of profitability or prediction accuracy. Instead, the adoption of machine learning, deep learning, and large 

language models necessitates a broader consideration of fairness, accountability, and systemic resilience. 

The authors suggest that responsible deployment will likely depend on hybrid approaches that combine 

predictive strength with interpretability and safeguards, ensuring that AI contributes to the robustness of 

financial systems rather than undermining them. 

Conclusion 

The reviewed studies illustrate that AI can significantly enhance stock market prediction, but no single 

method guarantees universal success. Classical models offer strong baselines, deep learning methods 
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capture long-term dependencies in financial data, and sentiment analysis provides valuable insights into 

investor behaviour. Yet, challenges remain. Models trained on past data may struggle with evolving 

market conditions, and high accuracy does not ensure profitability when real-world factors like volatility, 

transaction costs, or catastrophic errors are considered. 

More importantly, the rise of AI-driven trading raises pressing ethical concerns. Black-box models create 

transparency issues, sensitive data use risks infringing on privacy, and unequal access to advanced AI 

reinforces market inequality. Regulatory frameworks such as the EU AI Act highlight the need for 

oversight, interpretability, and fairness in financial AI. Therefore, the future of AI in trading will depend 

less on simply maximising prediction accuracy and more on ensuring ethical deployment that balances 

innovation with accountability, protecting both investors and the integrity of financial systems. 
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